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Post-Training/Alignment
Ø Pre-training Stage: uses massive amounts of text data to equip the model 

with general capabilities by learning to predict the next token.
Ø Post-training (Alignment) Stage: use instruction fine-tuning and human 

feedback alignment to elicit/guide the capabilities of the pre-trained model.
Ø Common practice: 99% pre-training data + 1% post-training data

training language models to follow instructions with human feedback; figure from: https://x.com/DrJimFan/status/1834279865933332752



Research Motivation

Alignment faking in large language models; AI models trained on AI-generated data descend into gibberish

• Safe alignment is easy to be compromised after only minimal fine-tuning.
• To preserve its “own” preferences, language models may exhibit ‘deceptive 

alignment’ during training.
• An AI model doesn’t just have trouble doing what we want (hard to align), 

but it can also pretend it's doing the right thing even when it's not (deception).
Post-training 
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Central Question

Answer in this Paper: Language Models Resist Alignment

Can large models be aligned?
What leads to alignment failures?
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Formulation
Ø Pre-training: an LLM acquires foundational language comprehension and 

reasoning abilities by learning to predict next token. 

Ø where 𝑥 = (𝑥$, … 𝑥%&!), such that (𝑥$, … 𝑥%&!) forms a prefix in some piece of pretraining text.
Ø Post-training: aligning the model’s output distribution towards human 

preference distribution. 

Ø where 𝑥 stands for instructions in the SFT data and 𝑦 stands for the preference response.

Ø Compression is intelligence. 
Ø We use the compression rate 𝜸𝒑𝜽 to investigate the dynamics of alignment process.
Ø Minimizing the training loss is equivalent to minimizing 𝛾"" of different datasets. 



Take-way: Language Models Resist Alignment
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Language models, even fine-tuned with alignment dataset, possess an inverse 
relationship between compression rate changes Δ𝛾"#

𝒟$/𝒟 and dataset volume |𝒟%|. 
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The elastic constant 𝒌→ the dataset size |𝓓|

The elongation 𝚫𝒍𝒊→ the change in the KL divergence Δ𝐷*+(𝒫,!||𝒫𝒟")

Physical Model: The Hooke's Law Compression Model: The Elasticity
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Empirical Findings

Finding 1: Resistance to Alignment: 
• LLM find it easier to revert to their original un-aligned state (inverse alignment) 

than to achieve aligned status (forward alignment);

Finding 2: The Rebound Effect:
• The stronger the alignment, the easier it ”bounces back.”
• The more a model is aligned, the faster and more dramatically its performance 

collapses when fine-tuned with even a small amount of opposing data.

Finding 3: The elastic force strengthens with the model scale
• The stronger the LLMs, the bigger its elasticity.
• Larger models and more pre-training data lead to a more pronounced and rapid 

rebound, reverting to the based un-aligned more easily.



Future Direction
Q1: How strong is the alignment resistance for LLMs?

Ø Current evaluations focus primarily on forward alignment, but overlook inverse 

alignment, how easily a model inverses from 90% aligned back to 60% aligned.

Ø High susceptibility to inverse alignment reveals a model’s fragility and may expose it 

to jailbreaks and red-teaming attacks.

Q2: How can we turn resistance into an “useful” alignment force?
Ø How to leverage model resistance to be used for positive force for alignment?

Ø How to leverage elasticity to facilitate efficient “unlearning” or “un-tunable” LLMs?

> From Hooke’s Law 𝒇 = −𝒌𝒙 to the Elasticity of Large Models



Thanks!


